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Abstract— Automating robotic surgery via learning from
demonstration (LfD) techniques is extremely challenging. This
is because surgical tasks often involve sequential decision-
making processes with complex interactions of physical objects
and have low tolerance for mistakes. Prior works assume that all
demonstrations are fully observable and optimal, which might
not be practical in the real world. This paper introduces a
sample-efficient method that learns a robust reward function
from a limited amount of ranked suboptimal demonstra-
tions consisting of partial-view point cloud observations. The
method then learns a policy by optimizing the learned reward
function using reinforcement learning (RL). We show that
using a learned reward function to obtain a policy is more
robust than pure imitation learning. We apply our approach
on a physical surgical electrocautery task and demonstrate
that our method can perform well even when the provided
demonstrations are suboptimal and the observations are high-
dimensional point clouds. Code and videos available here:
https://sites.google.com/view/lfdinelectrocautery

I. INTRODUCTION

As medical care demands increase worldwide, the human
surgeon shortage is becoming more pressing [1]. Training
surgical robots for specific tasks has the potential to help
decrease surgeon workload and enhance the precision of
surgeries [2]. However, surgical tasks are challenging as
they require sequential decision making with complex de-
formable physical interactions and a low tolerance for error.
Furthermore, an ideal surgical robot should be able to infer a
human’s underlying task objectives and intent even if optimal
human demonstrations are not available [3]. Our proposed
approach uses pairwise preference labels over suboptimal
trajectory data to capture the demonstrator’s intent in the
form of a learned reward function that can be optimized via
reinforcement learning to yield a robust robot policy.

Our work builds on prior research on Learning from
Demonstration (LfD), which has shown to be one of the most
effective solutions for enabling robots to learn to perform
complex tasks [4]–[6]. However, existing methods often
suffer from two major drawbacks. First is the assumption
of fully observable states. While some past surgical LfD
work has assumed full knowledge of object positions and
properties [7]–[9], in practice, a fully observable state space
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Fig. 1: Our proposed method first learns a latent feature represen-
tation by pre-training an autoencoder to reconstruct partial-view
point clouds. Then, given pairwise preferences over demonstrations
with observations encoded by the latent feature representation, our
method learns a reward function that maximizes the likelihood of
the pairwise preferences.

is not achievable for surgical robots with point cloud obser-
vations [7], [10]. Second, most prior work in surgical LfD
only considers optimal or near-optimal demonstrations [7],
[11], which may not always be available. This assumption
can lead to potential overfitting to the suboptimalities in the
demonstrations and poor performance. [4], [5].

To address the problem of partial observability, we use a
point cloud autoencoder to learn a low-dimensional feature
vector of the partial point cloud scene. To address the
problem of suboptimal demonstrations, we leverage ideas
from prior work on learning reward functions based on
preference labels over suboptimal trajectories [12] to learn
a robust reward function suitable for surgical tasks with
point cloud observation embeddings as input to the reward
function.

We first demonstrate our approach in two simulated sur-
gical electrocautery tasks where we demonstrate 64.13%
and 44.70% improvements over pure imitation learning,
respectively. Next, we demonstrate proof of concept on a
physical electrocautery task with ex vivo bovine muscle
tissue, achieving five successful trials out of seven trials. Our
work takes the first steps towards learning complex surgical
tasks via reward learning from human feedback. Importantly,
our approach is able to learn from preference labels over
suboptimal task executions. This reduces the need for near-
optimal demonstrations and opens the door to surgical policy
learning from qualitative human evaluations.

II. RELATED WORK

A variety of LfD approaches have been developed to
solve tasks in the surgical domain. Kim et al. use behavioral
cloning with image observation to automate tool navigation
in retinal surgery [10]. Huang et al. develop a policy network



to automate context-dependent surgical tasks [8]. Pore et
al. combine generative adversarial imitation learning and
model-free reinforcement learning (RL) to automate soft-
tissue retraction [7]. However, prior work requires near-
optimal demonstrations. By contrast, we learn policies from
suboptimal training data. Furthermore, performing RL on
the learned reward allows us to avoid the common LfD
problem of compounding error since the learner visits states
induced by its policy during training [13]. In contrast to prior
work that leverages deep RL on surgical tasks [14]–[16], our
approach does not require a hand-crafted reward function
and works with complex, partial observations of the surgical
scene.

Our work is an instance of reinforcement learning from
human feedback (RLHF) [17]–[20]. Compared to near-
optimal demonstrations and numerical reward labels, RLHF
methods only require relative judgment over behaviors which
is easier to provide [17], [21]. Prior work leverages online
human preferences over trajectories generated by an RL
agent to update a learned reward function and a policy
interactively [18]. However, on-policy RL is sample ineffi-
cient, so querying humans during policy learning may require
a prohibitive amount of human supervision. Our research
method is inspired by prior work on offline preference-based
reward learning that leverages suboptimal demonstrations
and learns a reward model from pairwise preferences over
these trajectories, enabling better-than-demonstrator perfor-
mance [12], [22].

Our work seeks to learn electrocautery robot policies from
demonstrations. While electrocautery is a common surgical
task [23]–[27], we are not aware of prior work applying
learning from demonstrations and reward learning to elec-
trocautery. We model surgical electrocautery as sequentially
reaching attachment points between surfaces to remove them.
Our work is similar to Krishnan et al. [28], who approximate
a long-horizon sequential task as a sequence of sub-tasks
each represented by a local reward function learned from
Inverse Reinforcement Learning (IRL) [6]; however, prior
work assumes demonstrations are optimal and execute sub-
tasks in the same order for computational tractability. By
contrast, we drop the restriction that the trajectory has to
reach attachment points in a specific order, which enables
learning from suboptimal demonstrations efficiently.

III. PROBLEM DEFINITION

We model our problem as a Partially-Observable Markov
Decision Process (POMDP), which is formulated as a tuple
of state space S, action space A, transition probability T : S
× A → [0, 1], observation space Ω, emission probability O:
S → [0, 1], reward function R: S → R, discount factor γ
∈ [0, 1] and horizon T [29]. We assume no direct access
to the true reward function, nor the true state. Thus, we
seek to learn the function Rθ: Ω → R that approximates
the actual reward function and leads to optimal behavior
under the true, unobserved reward function. In the surgical
robotics domain that we consider, Ω is the space of partial-
view point clouds P ⊆ R3 of the workspace scene augmented

Fig. 2: Our autoencoder takes in the green point cloud and outputs
the red reconstructed point cloud. * denotes (RELU ◦ group norm
◦ 1D convolution), FC denotes (ReLU ◦ linear layer) and the
tuples denote the shape of the input to each layer. Convolution
and group norm are done along the second dimension of the input.
Max pooling is done along the first dimension of the input

with the task-related robot state srobot such as end-effector
position. A demonstration is defined as a trajectory τ =
(o1, o2, ..., oT ) consisting of T observations. Note that τ
could potentially be a suboptimal demonstration. We denote
that a trajectory τi is more preferred than τj by τj ≺ τi. To
learn the reward function, we assume access to a dataset of
trajectories, D = {τi}Mi=1, and access to pairwise preference
rankings, {(τi, τj ,1{τi≺τj}) : τi, τj ∼ D}.

IV. METHOD

As summarized in Fig. 1, we train an autoencoder to ob-
tain low-dimensional feature representations of partial-view
point clouds. These representations are then used to learn a
parameterized reward function from preference rankings over
trajectories of observations, and the learned reward function
is used to train a policy. We discuss these steps below.

A. Point Cloud Autoencoder

Rather than directly training a reward model from partial-
view point clouds, we suggest a more scalable approach
that leverages a pre-trained point cloud autoencoder to map
the high-dimensional point clouds into a lower-dimensional
latent feature representation. We use this low-dimensional
latent representation together with the task-related robot state
as the input for the learned reward function. Fig. 2 shows
the architecture of our point cloud autoencoder. We first
downsample the point cloud to 256 points as a pre-processing
step. We then pass the partial-view point cloud PI ∈ R256×3

through the encoder ϕ: P → R256 consisting of five 1D
convolution layers with non-linearity to get a latent feature
vector with dimension 256. Using a fully-connected decoder
ψ: R256 → P , we decode this latent representation back to a
reconstructed output point cloud Po. Our reconstruction loss
function is defined as L = CD(PI , Po)+λ∗EMD(PI , Po),
where the Chamfer Distance (CD) [30] is the sum of the
squared distance of every point to the nearest point the other
point cloud, and the Earth Mover’s Distance (EMD) [31]



computes the distance between distributions of point clouds
by computing the minimum amount of work to transform one
point set to another one. CD encourages matching the coarse
geometry of the point clouds but not the density distributions
of point clouds [30]. A linear combination of CD and EMD
encourages matching both large-scale and local geometry of
point clouds. We explored several values for the tradeoff
constant λ and observed that best results occur when the
initial λ∗EMD(PI , Po) loss is approximately equal to one-
fifth of the initial CD(PI , Po) loss.

CD(PI , Po) =
∑
x∈PI

min
y∈Po

||x− y||22 +
∑
y∈Po

min
x∈PI

||x− y||22

EMD(PI , Po) = min
B:PI→Po

∑
x∈PI

||x−B(x)||2

B. Preference-Based Reward Learning

We assume a discount factor of γ = 1 since trajectories
have finite horizon T. We also assume that the preferences τi
≺ τj positively correlate with J(τi) < J(τj) where J(τ) =∑

o∈τ R(o) is the return of a trajectory under the unobserved
true reward function. We use Trajectory-ranked Reward
Extrapolation (T-REX) [12] to learn a reward function that
explains the pairwise preferences over demonstrations and
potentially recovers the true reward function. Denote Rθ(o)
as the parameterized learned reward function and define
Jθ(τ) =

∑
o∈τ Rθ(o) as the return of a trajectory τ ac-

cording to learned reward function. The ideal learned reward
function should satisfy the constraint ∀τi, τj ∼ Π, τi ≺ τj →
Jθ(τi) < Jθ(τj), where Π is the demonstration distribution.
Thus we minimize the following loss function to learn the
reward function Rθ(o) that maximizes the likelihood of the
preference rankings:

L(θ) = Eτi,τj∼Π[ξ(P (Jθ(τi) < Jθ(τj)), τi ≺ τj)] (1)

where ξ is cross-entropy loss and P is a softmax-normalized
probability distribution defined as follows:

P (Jθ(τi) < Jθ(τj)) ≈
exp

∑
o∈τj

Rθ(o)

exp
∑

o∈τi
Rθ(o) + exp

∑
o∈τj

Rθ(o)

L(θ) = −
∑
τi≺τj

log
exp

∑
o∈τj

Rθ(o)

exp
∑

o∈τi
Rθ(o) + exp

∑
o∈τj

Rθ(o)
.

There are several potential ways to obtain trajectories and
pairwise preference rankings in practice: (1) the trajectories
can come from one or more non-expert human demon-
strations, (2) they can be automatically generated by the
robot [32] and then used as active queries for the human to
compare, and (3) pairwise preferences can be automatically
generated by adding noise to an imitation policy [22],
[32]. Notably, it has been shown that untrained individuals
can generally assess surgical skills rapidly, efficiently, and
accurately across different specialties and types of surgeries
by watching surgical recordings [33]. Untrained individuals
can rapidly provide evaluations on basic robotic surgical
dry-laboratory tasks that highly correlate with expert eval-
uations [34]. Given the learned reward function, a stochastic
policy π: Ω × A → [0, 1] can be learned by maximizing

Algorithm 1 Preference-based Reward Learning with Partial
Observations
1. Collect a random set of partial-view point clouds
DAE = {pi}Ni=1

2. Pre-train autoencoder on DAE with ϕ: P → R256 as the
encoder
3. Collect random demonstrations consisting of partial-view
point cloud embedding concatenated with the task-related
robot state
D = {{(ϕ(pt), srobott )}Tt=1}Mi=1

4. Collect pairwise preference rankings Drank =
{(τi, τj ,1{τi≺τj}) : τi, τj ∼ D}
5. Optimize Rθ by minimizing L(θ) on Drank (Eq. (1))
6. Find the optimal policy π under Rθ using RL

the expected return E[
∑T

t=1 γ
t−1Rθ(ot)|π] using any RL

algorithm. Our approach is summarized in Algorithm 1.

V. POLICY LEARNING

The observation space contains the task-related robot state
srobot so that the robot gets dense reward at every action.
We choose the action to be end-effector position peef ∈ R3

instead of end-effector velocity veef ∈ R3 or joint velocity
vjoint ∈ Rk (k is the number of joints).

The benefit of such a design choice is two-fold. First, using
peef as the action makes RL more sample efficient. The task-
related robot state added to the observation space should
match the robot action. For example, if the action is vjoint,
then the joint position should be added to the observation
space instead of end-effector position. Otherwise, vastly dif-
ferent joint actions can result in the same task-related robot
state, which makes learning the policy difficult. Hence, using
peef as the action keeps the dimension of the task-related
robot state low, making RL more sample efficient. This action
definition also causes larger end-effector dispalcement that
may enable more efficient exploration. Second, using peef
as the action is more interpretable, as a trajectory in end-
effector position explicitly indicates where the end-effector
will reach in the next time step.

In order to command the robot in parallel in the RL
environment, we transform end-effector actions output by
the policy into joint velocity actions via a resolved rate
controller [35].

VI. EXPERIMENTS

A. Simulation Experimental Setup

We first apply our method to simulated surgical elec-
trocautery tasks. Simulated experiments are conducted in
the Isaac Gym simulation environment [36], using a sim-
ulated patient-side manipulator of the da Vinci Research Kit
(dVRK) [37] robot. Point clouds of the workspace scenes are
obtained via a simulated RGBD camera at a fixed position.

The surgical electrocautery task is modeled as sequentially
moving the end-effector to attachment points between tissues
and removing them. To simplify training, we assume having



(a) Sphere Task (b) Cutting Task

Fig. 3: Experimental setups with the dVRK surgical robot in the
Isaac Gym simulator.

TABLE I: Training data size, where K is the number of trajectory
sets, C is the number of trajectories per set, and M is the number
of preference rankings sampled with replacement.

Task K C M
Sphere 30 30 14000
Cutting 60 30 14000

the end-effector reach the points is sufficient to remove
them due to the limitations of the simulator (although we
demonstrate real electrocautery in the physical experiments).

In the first simulated experiment (Sphere Task), the attach-
ment points are represented as two spheres, and no tissues are
present, as shown in Fig. 3a. The robot aims to move its end-
effector to reach both spheres in any order. The reward func-
tion and the policy are trained on an augmented observation
space, which concatenates the robot’s end-effector’s cartesian
coordinates and the partial point cloud embedding of the
sphere(s) output by the encoder. To simulate electrocautery,
the sphere disappears when the end-effector reaches one
sphere. Since the learned reward function depends on the
observation, a change in the point cloud embedding provides
a signal that the end-effector should reach the remaining
sphere.

In the second simulation experiment (Cutting Task), we at-
tach a simulated rectangular tissue onto a flat surface through
a single attachment point sampled randomly, as shown in
Fig. 3b. In order to reveal the attachment point, the tissue
is retracted using a deterministic policy. The reward function
and the policy are trained on an augmented observation
space which is a concatenation of the robot’s end-effector’s
cartesian coordinates and the partial point cloud embedding
of the retracted tissue output by the encoder. The goal of the
robot is to move its end-effector to the attachment point. The
position of the attachment point must be inferred from the
deformation of the retracted tissue.

B. Data collection

To simulate suboptimal demonstrations, we programmat-
ically collect a set of trajectories via a suboptimal motion
planner. We generated multiple sets of random trajectories,
each corresponding to a random configuration of the scene
that the robot observes. The training data details, including
the number of trajectory sets (K), the number of trajectories
per set (C), and the number of preference rankings (M), are

summarized in Table I. Note that given m ranked trajectories,
we obtain (m2−m)/2 pairwise preferences. This allows us
to obtain a large M from a much smaller number of ranked
trajectories. For the Sphere Task, a random configuration of
the scene is the random cartesian coordinates of the two
spheres. Spheres are sampled along a random horizontal
straight line in the 3D space with slope in [-1,1]. For the
Cutting Task, a random configuration of the scene is the
retracted tissue with a random attachment point. Attachment
points are sampled within a (2.5 cm x 5 cm) rectangle in the
front half of the (20 cm x 20 cm) tissue closer to the robot.
Trajectories are within the robot’s workspace, which is a
bounding box in the 3D space.

The random trajectories are generated as follows: given a
fixed trajectory length and initial end-effector position, we
sample the number of attachment point(s) to be reached. At
each discrete timestep of the trajectory, we sample which
attachment point should be reached. If no attachment point
should be reached at this timestep, we sample a random
point in the workspace to be reached. Finally, we execute
the trajectory to collect a sequence of observations using
inverse kinematics to control the end-effector.

For our experiments, we designed a ground-truth (GT)
reward for ranking demonstrations to allow us to quanti-
tatively measure how well our method recovers the ideal
reward function and to allow us to better compare against
baseline approaches. Note that our algorithm never observes
the ground truth reward. To ensure the comparability of tra-
jectory pairs using the GT reward function, only trajectories
that have the same initial configuration of the scene are
paired and ranked. Trajectory pairs are sampled randomly
with replacement. The GT reward function is

R(eef,B) = max
b∈B

1

||eef − b||22 + ϵ

where eef is the 3D cartesian coordinates of the end-effector,
b is the 3D cartesian coordinates of an attachment point, B
is the set of attachment points and ϵ is a small number. We
use ϵ = 1e− 4 for Sphere Task and ϵ = 1e− 5 for Cutting
Task.

We collect partial point clouds of random scene config-
urations in simulation to pre-train the autoencoder. For the
Sphere Task, partial point clouds of 71,000 random positions
of two spheres were collected. For each random position
of the spheres, the data collection is repeated for different
permutations of spheres disappearing. For the Cutting Task,
partial point clouds are collected for 10,000 configurations of
tissues each determined by a random attachment point. Since
complex geometry can be reconstructed with just 10,000
random point clouds, the number of partial point clouds for
the Sphere Task can be potentially lowered in the future.

C. Policy Learning

The policy is trained using Proximal Policy Optimization
(PPO) [38]. We run 450 robots in parallel for efficiency
purposes. Our action space is the space of end-effector
position so that RL can be more sample efficient and



(a) Sphere Task: heat map of learned reward
when two spheres remain

(b) Sphere Task: heat map of learned reward when
one sphere remains

(c) Cutting Task: heat map of learned
reward

Fig. 4: Visualization: given a specified number of attachment point(s) in the scene, end-effector x-y positions (red points) are sampled on
the same horizontal plane of the attachment point(s). The z-value of each red point is the predicted reward given the partial point cloud
observation and the coordinates of the corresponding end-effector. Brighter color means higher predicted reward.

Fig. 5: Learning curves of RL with different action spaces: (blue)
end-effector position control, (green) end-effector velocity control,
and (orange) joint velocity control. End-effector position control
achieves the highest success rate.

TABLE II: Testing accuracy of the learned reward function trained
on decreasing numbers of pairwise preference rankings (from 13050
to 407) sampled without replacement

Task 13050 6525 3262 1631 815 407
Sphere 0.867 0.866 0.859 0.81 0.766 0.721
Cutting 0.769 0.779 0.794 0.774 0.764 0.794

explainable, so policies can be transferred between robots
with different embodiments, and to enable easier sim2real
transfer. In order to restrict the robot’s cartesian action within
the workspace, we use a sigmoid function σ to clip the
cartesian action along each dimension i of x,y,z as follows:
action ← mini + (maxi − mini)σ(action) where maxi
and mini are the upper and lower bounds of dimension i.

D. Simulation Experiment Results

For both tasks, Fig. 4 visualizes that our learned reward
function captures the intention of the demonstrations well as
it assigns high reward to observations where the end-effector
position is close to any remaining attachment point(s). Fig. 5
also shows that commanding end-effector position control
actions is important for maximizing RL performance.

For both tasks, we compare against a Behavioral Cloning
(BC) baseline [39], a standard approach for learning from

Fig. 6: Baseline comparison in terms of task success rate for both
tasks. Our method achieves success rates close to those of the GT
reward oracle baseline.

demonstrations [4] that uses supervised learning to learn a
policy that maps from states to actions. BC pair denotes the
policy trained on the more preferred demonstrations in every
pairwise preference, BC total denotes the policy trained on
the top 20 percent of the suboptimal demonstrations, and BC
perfect denotes the policy trained on expert demonstrations
of the same amount as suboptimal demonstrations. For
Sphere Task, Fig. 6 shows that our method achieves close
to 80 percent task success rate, upper-bounded by the 85
percent task success rate achieved by the policy trained on
the ground-truth (GT) reward. For Cutting Task, Fig. 6 shows
that our method achieves 80 percent task success rate, upper-
bounded by the almost 90 percent task success rate achieved
by the policy trained on GT reward. Fig. 6 shows that our
method outperforms BC policies that have access to the same
amount of demonstrations: our method yields improvements
of 64.13% for Sphere Task and 44.70% for Cutting Task over
BC perfect.

To evaluate the sample efficiency of our method, we
repeatedly halved the training data size and computed the
testing accuracy of the learned reward function as shown
in table II. We empirically found that 6,525 pairwise pref-
erences are needed to learn a robust reward function that
achieves a task success rate of 80 percent in Sphere Task
after policy learning. For Cutting Task, we empirically found



Fig. 7: Sample of successful manipulation sequence in real robot experiment.

Fig. 8: Experimental setup for electrocautery cutting task

that only 815 pairwise preferences are needed to learn a
robust reward function that achieves a task success rate of
80 percent.

E. Real Robot Experimental Setup

A successful execution of the electrocautery policy is
shown in Fig. 7 and our full physical experimental setup
is illustrated in Fig. 8. We use bovine muscle tissue as an ex
vivo tissue evaluation platform. We use one piece of tissue
as a flat surface to which another retracted piece of tissue
is attached. In each experimental trial, the retracted tissue
is attached to a point of the flat surface within a 2.5 cm x
5 cm rectangle. An electrocautery tool is mounted on the end-
effector of a KUKA LBR Med Robot. An Intel Realsencse
depth camera D405 is employed in our setup for recording
the tissue point cloud.

We test whether we can directly transfer the learned reward
function, autoencoder, and policy trained in simulation to our
real experimental setup. Given the fixed initial end-effector
position and the initial point cloud of the scene containing
the retracted tissue, we generate 200 end-effector trajectories,
each of length 30, using the stochastic learned policy in an
open-loop manner. The trajectory with the highest predicted
learned reward is executed. We terminate the open-loop
trajectory generated by the learned policy when the trajectory
converges at the attachment point, and the policy switches
to a heuristic cutting motion that oscillates left and right on
the attachment point to remove it. To compute convergence
of the open loop policy, at each timestep, we compute the

component-wise mean and standard deviation of the end-
effector positions from the initial timestep to the current
timestep. This results in a vector of means and a vector
of standard deviations at each timestep. As the end-effector
motion from the learned policy converges to an attachment
point, we expect the l2 norm of the difference of successive
mean vectors and successive standard deviation vectors to
decrease. The open-loop trajectory of the learned policy
is terminated when these two numbers are lower than a
threshold. We found that 0.005 as the threshold for the
difference of mean vectors and 0.001 for the threshold on
the standard deviation vectors worked well in practice.

F. Real Robot Experiment Results

We conducted seven trials of the experiment, each featur-
ing a different attachment point location. The robot success-
fully accomplished both reaching the attachment points and
executing the cutting task in 5 of the 7 trials. In the other two
experiments, the robot end-effector approached very close
to the attachment points but ultimately halted prematurely
before reaching the desired locations. Upon careful analysis
of these particular instances, we identified a common factor:
the point clouds associated with these failure cases were out
of distribution and consequently poorly reconstructed. This
discrepancy in reconstruction adversely affected the quality
of the latent embedding used for feature representation,
resulting in a suboptimal policy. A plausible cause of this
problem is the visual disparity between real tissue and the
simulated tissue object used for training data collection.

VII. CONCLUSION

In this paper, we propose a novel preference-based rein-
forcement learning approach that is well suited for partially
observable surgical tasks. Our empricial results in simulation
demonstrate that our approach is superior to pure imitation
learning and is able to achieve high task success despite only
having access to suboptimal demonstrations. We demonstrate
that our method achieves 80% task success rate in two
simulated surgical electrocautery tasks. We also demonstrate
a proof of concept physical surgical electrocautery task, in
which our method achieved five successful trials out of seven
total trials. Future research includes conducting a user study
to evaluate how well non-expert humans rank demonstrations
and how sensitive the learned reward is to noisy preference
rankings. Since large numbers of offline demonstrations and
preferences can be prohibitive, incorporating sample-efficient
active reward learning [21], [40], [41] into our approach is
also an important future research direction.
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